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Noisy intermediate-scale quantum (NISQ) era
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NISQ era:

- Low number of qubits (50 qubits to a few hundreds)

- Low coherence times (~1000 operations)

- No error correction

Not yet capable of large-scale quantum computations

Google IBM IonQ



Variational quantum architectures

4

Candidates for near term advantage

- No high requisites in the number of qubits

- Shallow quantum circuits and hardware efficient

- Slightly noise resilience

Encode the problem into some cost function

Use a classical/quantum hybrid computation to minimize this cost function



Context: Hadronic collisions at the LHC
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LHC produces O(109) proton collisions per second: huge complex environment

Simulation of the events are

very intensive and requires lots

of computing power



Machine learning approach to event generation
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Since 2018, many papers have approached event generation with machine learning

Main idea: train with a small dataset, use machine 
learning networks to learn the underlying distribution and 

generate for free a much larger dataset



What is a generative adversarial network (GAN)?
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Two networks competing: generator produces fake data, discriminator distinguishes between real (training) input 

data and fake (produced by the generator) data.

Adversarial game where the generator learns to map some noise input to the underlying (reference) distribution

Art forger analogy

Generator (art forger): Try creating fake paintings that look authentic.

Discriminator (art historian): Check paintings and try to catch the

forgery.

Training: ñCatchme if you canògame between the art forger and the art

historian.

Success: Painted forgeries are so good that the art historian has at most

a 50% guess ratio. The forger creates new work.



Hybrid approach for a qGAN
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Classical setup: Hybrid quantum-classical setup:

Optimization of the calculation:
Only the generator becomes quantum



Goal: proof-of-concept of quantum GAN
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Need first to assess whether we can create a qGAN for event generation: proof-of-concept!

Can we also improve the state-of-the-art qGAN that already exist for other purposes?

Can we use quantum technologies to create an enhanced GAN?

ÅCan a quantum GAN (qGAN) sample distributions that a classical GAN cannot? 

ÅWould a qGAN have less parameters?

ÅWould energy consumption be reduced on a quantum architecture?



Training procedure
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Training: Adapt alternatively the quantum generator              and the 
classical discriminator

Mathematical tool: binary cross-entropy for the loss functions

ÅGenerator loss function:

ÅDiscriminator loss function:

Game theory: min-max two-player game to reach Nash equilibrium 



Style-based quantum generator
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Quantum generator: a series of quantum layers with rotation gates and entanglement operators

1 component = 1 qubit

set of controlled rotations for entanglement

Novelty of our network:

the noise is inserted in every gate and 

not only in the initial quantum state

Circuit implemented in Python with Qibo [S. Efthymiou et al., arXiv:2009.01845] for quantum simulation

Style-based approach

https://arxiv.org/abs/2009.01845


Validation: 1D Gamma distribution
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Assessing the validity of the approach: train and test on known distribution

With one qubit, one layer, using 100 bins: 1D Gamma function 

ÅPre-processing of the data to fit samples in [-1,1]

ÅTrain on 104 samples until convergence is reached, 
perform hyperparameter optimization

ÅUse generator to generate 104 and 105 samples to 
demonstrate reproducibility and data augmentation



Validation: 3D correlated Gaussian distribution
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Entanglement might be necessary

Test whether the qGAN captures correlations: train on 3D Gaussian function , with 



Validation: 3D correlated Gaussian distribution
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Entanglement might be necessary

Test whether the qGAN captures correlations: train on 3D Gaussian function , with 

Correlations are well captured!


